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Announcement
Office hours: Tuesdays/Thursdays before class, by appointment

Location: Halligan 206 (knock on the door if it’s closed)



Words and Senses
Until now we have manipulated structures based on words

But if we are really interested in the meaning of sentences, 
we must consider the senses of words

◦ most words have several senses

◦ frequently several words share a common sense

◦ both are important for information extraction

A word sense is a representation of one aspect of a word’s 
meaning.



Word Senses

I’m going to the bank



Word Senses

serve



Polysemy vs Homophony
Polysemy refers to phenomenon that one and the same word 
acquires different, though obviously related, meanings, often 
with respect to particular contexts.
◦ The bank raised its interest rates yesterday.

◦ The store is next to the newly constructed bank.

◦ The bank appeared first in Italy in the Renaissance.

Homophony refers to cases in which two words “accidentally” 
have the same phonological form
◦ Mary walked along the bank of the river.

◦ HarborBank is the richest bank in the city.



Zeugma (/ˈzo͞oɡmə/)
Conjunction (“yoke”) of antagonistic readings; one test for 
whether word senses are distinct (often used intentionally 
to either confuse the reader or inspire them to think more 
deeply) 

The storm sank my boat.

The storm sank my dreams.

The storm sank my boat and my dreams.

All over Ireland the farmers grew potatoes, barley, and 
bored. 



Relationships Between Senses
Synonym
◦ Two senses of different words are synonyms of each other if their 

meaning is nearly identical

◦ Two words are never exactly the same in their meaning, distribution 
of use, dialect or other contexts in which they’re licensed.

◦ Synonyms can be exchanged for each other without changing the 
truth conditions of a sentence.



Relationships Between Senses
Synonym
◦ Synonymy holds between word senses, not words

◦ How big is that plane? 

◦ Would I be flying on a large or small plane? 

◦ Miss Nelson, for instance, became a kind of big sister to Benjamin 

◦ ?Miss Nelson, for instance, became a kind of large sister to Benjamin



Relationships Between Senses
Antonym (anotonymy)
◦ Two senses of different words are antonymous of each other if their 

meaning is nearly opposite

◦ All aspects of meaning are nearly identical between antonyms, 
except one (very much like synonyms in this respect)



Relationships Between Senses
Hyponymy
◦ Sense A is a hyponym of sense B if A is a subclass of B

◦ Formally, entailment: for entity x, A(x) ⇒ B(x)

◦ Hyponymy is generally transitive

hypo = “under”
(e.g., hypothermia)



Relationships Between Senses
Meronymy
◦ Part-whole relations.  A meronym is a part of a holonym.



WordNet
A large-scale database of lexical relations

Organized as graph whose nodes are synsets
(synonym sets)

◦ Each synset consists of 1 or more word senses which are considered synonymous

◦ Fine-grained senses

Primary relation:  hyponym / hypernym

Available on Web
◦ Along with foreign-language Wordnets

http://globalwordnet.org/


Relations in WordNet



Synsets in WordNet



Synsets in WordNet

Hypernyms of {chump, fool, gull, patsy, fall guy, sucker, soft touch, mug} synset



WordNet
WordNet encodes human-judged measures of similarity. Learn 
distributed representations of words that respect WordNet similarities 
(Faruqui et al. 2015)

By indexing word senses, we can build annotated resources on top of it 
for word sense disambiguation (WSD).

Semcor: 200K+ words from Brown corpus tagged with Wordnet senses.

http://web.eecs.umich.edu/~mihalcea/downloads/semcor/semcor3.0.tar.gz

http://web.eecs.umich.edu/~mihalcea/downloads/semcor/semcor3.0.tar.gz


“All-word” Word Sense Disambiguation
“Onlyonly1 a relativerelative1 handfulhandful1 of suchsuch0
reportsreport3 was receivedreceive2”

For all content words in a sentence, resolve each token to its 
sense in an fixed sense inventory (e.g., WordNet).

Methods:
◦ Dictionary methods (Lesk)

◦ Supervised (machine learning)

◦ Sem-supervised (boostrapping)



Dictionary Methods
Predict the sense for a given token that has the highest overlap 
between the token’s context and sense’s dictionary gloss.

The boat washed up on the river bank.



Lesk Algorithm

Extension (Basile et al. 2014): measure similarity between gloss g = {g1, ... gG} 
and context c = {c1, ..., cC} as cosine similarity between sum of distributed 
representations.



Supervised WSD
We have labeled training data; let’s learn from it

◦ Decision trees (Yarowsky 1994)

◦ Naive Bayes, log-linear classifiers, support vector machines 
(Zhong and Ng 2010)

◦ Bidirectional LSTM (Raganato et al. 2017)

Typical features
◦ Collocational: words in specific positions before/after the 

target word to be disambiguated (e.g., one word before and 
after)

◦ Bag-of-words: words in window around target (without 
encoding specific position)

◦ part of speech tagging, lemmatization, syntactic parsing 
(headwords, dependency relations)

Can we apply Naïve Bayes for this?
What’s the problem?



Supervised WSD

Raganato et al. 2017



Supervised vs. Semi-supervised
Problem:  training some classifiers (such as WSD) needs lots of labeled 
data

◦ supervised learners:  all data labeled

Alternative:  semi-supervised learners
◦ some labeled data (“seed”) + lots of unlabeled data



Bootstrapping: A Semi-supervised Learner
Basic idea of bootstrapping: 

start with a small set of labeled seeds 𝐿 and a large set of unlabeled 
examples 𝑈

repeat

train classifier 𝐶 on 𝐿

apply 𝐶 to 𝑈

identify examples with most confident labels; remove them from 𝑈 and 
add them (with labels) to 𝐿



Bootstrapping WSD
Premises:

one sense per discourse (document)

one sense per collocation



Example

“bass” as fish or musical term



Example

bass

catch bass

catch bass play bass

bass

play bass



Example
label initial examples

bass
fish

catch bass

catch bass play bass

bass
music

play bass



Example
label other instances in same document

bass
fish

catch bass
fish

catch bass play bass

bass
music

play bass
music



Example
learn collocations:  catch …  fish; play … music

bass
fish

catch bass
fish

catch bass play bass

bass
music

play bass
music



Example
label other instances of collocations

bass
fish

catch bass
fish

catch bass
fish

play bass
music

bass
music

play bass
music



Using WordNet
Simplest measures of semantic similarity based on WordNet: 
path length:

longer path  less similar

mammals

felines                        apes

cats         tigers        gorillas          humans

◦ Variants: Wu and Palmer (1994), Leacok and Chodorow
(1998)



Using WordNet
Path length ignores differences in degrees of generalization in different 
hyponym relations:

mammals

cats                 people

a cat’s view of the world (cats and people are similar)



Information Content
𝑃(𝑐) = probability that a word in a corpus is an instance of the concept 
(matches the synset c or one of its hyponyms) (computed based on a corpus)

Information content of a concept
𝐼𝐶(𝑐) = −log𝑃(𝑐)

If 𝐿𝐶𝑆(𝑐1, 𝑐2) is the lowest common subsumer of 𝑐1 and 𝑐2, the IC distance 
between 𝑐1 and 𝑐2 is 𝐼𝐶(𝑐1) + 𝐼𝐶(𝑐2) − 2 𝐼𝐶(𝐿𝐶𝑆(𝑐1, 𝑐2))

Variants: Resnik Similarity, Jiang-Conrath Similarity

http://www.nltk.org/howto/wordnet.html

http://www.nltk.org/howto/wordnet.html

